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The photonic lantern

• Photonic device that converts light from a multi-mode to 
single-mode system and vice-versa with low loss 
• e.g. 1 MMF to multiple SMFs 

• Direct relationship between input modes excited and 
output SMF flux (information preserved -> light preserved) 

• Proposed use in astronomy to allow single-mode-
spectroscopy despite seeing 

• Used in telecommunications in SDM

How do we go “diffraction-limited”?

Photonic lantern
“It is a photonic device that converts light 
from a multimode to a single-mode system 
and vice versa with low loss”

How do they work?

The second law of thermodynamics 
(brightness theorem) prohibits the 
lossless coupling of light from an 
arbitrarily excited MMF into one
SMF HOWEVER low-loss coupling to 
another degenerate multimode 
system with at least as many degrees 
of freedom is possible.

How do we make them?

Photonics transition to “transform” the MM system into the SM 
one and vice versa.

Low-loss when Entropy (S) is not decreased

Ribbon
cabling

Slit mask

Collimator

Camera CCD

Grating

Telescope

Lantern

Single Mode fibre array

Spectrogrpah

Telescope

MM
input

SM
outputs



Use fluxes at SM outputs to infer wavefront… 
• Modes excited at MM input are a function of complex 

amplitude of light -> SM outputs are also 
• If transfer function is known, can work backwards and predict 

wavefront 
-  Note TF is function of both PL itself and injection into MM region 

• Cannot precisely specify transfer function at design / 
manufacture 

Key advantages: 
• True focal plane wavefront sensor with instantaneous 

measurement, without linear approximations 
• Optimally feed light to spectrograph with truly zero non-

common-path 
-  MCF directly on spectrograph in Tiger configuration 

• Wavelength information for wavefront sensing! Long sought 
after, e.g. for atmospheric scintillation 

• Scales to multiple astronomical objects in field (MOAO)

Photonic lantern as wavefront sensor
An all-photonic focal-plane wavefront sensor 3

Multimode fibre Photonic lantern transition Multi-core fibre

Figure 1. Top: Schematics of a multi-core photonic lantern showing how the phase and intensity of the input field into the multimode fibre end-face evolve
into an array of uncoupled single-mode cores with di�erent intensities. Bottom: The results of three RSoft simulations demonstrating the concept of the
photonic lantern wavefront sensor, and its ability to measure both amplitude and phase. The first column shows the phase of the wavefront, and the second and
third columns show the intensity and phase of the resulting PSF respectively. The fourth column shows the intensities of the 19 single-mode outputs of the
photonic lantern, when the corresponding PSF is injected. In the first example (first row) a flat wavefront is used. In the second and third rows, astigmatism
with an amplitude of 0.8 radians, but with opposite signs, is introduced. This results in identical intensity structure in the image plane (2nd column), and so
could not be distinguished with an imaging sensor. However the (usually un-measured) phase in the focal plane (3rd column) shows the di�erence between the
two astigmatism terms, which is successfully measured by the photonic lantern (as shown by the di�erent set of outputs from the lantern, in the 4th column).
Simulations are performed at a wavelength of 1550 nm. Intensities are plotted with a square-root stretch to better show faint detail.

the multimode fibre is e�ciently transferred into a discrete array
of single-mode outputs as seen in Figure 1 (top). The transition is
e�cient as long as the number of output fibres is equal to (or greater
than) the number of modes supported in the multimode region. The
first generation of lanterns were made by tapering down a bundle
of single-mode fibres, all placed within the lower refractive-index
preform, until their claddings and preform merged into a composite
waveguide to become the core and cladding of a new multimode
fibre (Leon-Saval et al. 2005). More recently, photonic lanterns
have been demonstrated using a multi-core fibre (MCF) – a single
fibre containing many uncoupled single-mode cores, each e�ec-
tively acting as its own single-mode fibre – by placing it within
a low refractive index capillary and tapering that down to form a
single multimode core region (Birks et al. 2012) (Figure 1 (top)).
This allows PLs with up to hundreds of output cores (and hence
modes) to be manufactured (Leon-Saval et al. 2017), and the entire
PL can fit entirely within a standard fibre connector. Crucially, the
monolithic nature of the device where the mode conversion occurs
(typically 20-60mm in length) means that, once manufactured, the
relationship between the modes excited in the multimode region

and the distribution of light in the uncoupled single-mode outputs
is deterministic and unchanging.

In the PL-WFS, the telescope PSF is injected directly into
the multimode region of a photonic lantern. The photonic lantern
then converts the multiple modes in the multimode fibre into an
array of uncoupled single-mode outputs, with the distribution of
flux between the outputs determined by the corresponding power
in each mode at the input. Once in the form of single-mode cores,
the information is robust – it is encoded in only the intensity of
each core, which is essentially una�ected by small perturbations.
Moreover, when using a MCF, any wavelength-dependant loss and
behaviour due to moderate bending and perturbation of the fibre
will be the same across all cores. In the design presented here, the
output of the lantern is in the form of a MCF. The distribution
of power between modes can now be measured via single-pixel
measurements of the flux in each waveguide, at a location remote
from the focal plane. This enables the use of sensitive detectors
(such as avalanche photodiodes) or wavelength dispersion onto an
imaging detector to provide additional information.

In the end we have a stable system where we have n intensity



The transfer function 
• Output fluxes are a non-linear function of input 

wavefront (so not a matrix) 
• Since can’t specify this transfer function during 

design, so need to learn it after implementation 
• Use a deep neural network to learn the transfer 

function, and then predict unknown wavefronts 
from output fluxes

Photonic lantern as wavefront sensor
An all-photonic focal-plane wavefront sensor 5

Figure 2. Results of simulations where a defocus term is applied and its amplitude scanned from -2 to +2 radians. In the top panel, the normalised output
intensities of the the 19 single-mode outputs are plotted as a function of defocus amplitude (although only 4 separate trends are seen due to the symmetry of
this aberration). In the lower three rows the pupil phase, PSF intensity and PL outputs are shown as per Figure 1. It is seen that although positive and negative
defocus terms of the same amplitude give identical PSFs, it is unambiguous in the measurements from the PL. However, it is also seen that there is not a simple
linear relationship between the amplitude of the phase error and the intensity of the lantern outputs. Simulations are performed at a wavelength of 1550 nm.
Intensities are plotted with a square-root stretch to better show faint detail.

spatially separated from the star, such as with radial-velocity mea-
surements, transit spectroscopy, characterisation of circumstellar
dust, etc., measuring the science data directly from the PL via high
dispersion spectroscopy is ideal. For cases where the science object
is well separated (such as a planet at several �/D separation), the
planet would likely be outside the sensor’s field of view, and the PL-
WFS would be deployed purely as a focal plane WFS to optimise
the performance of coronagraphic imaging or post-coronagraphic
spectroscopy.

The number of modes supported in the multimode input of
the PL is determined by its diameter. Since the PL-WFS is at the
focal plane, its core diameter, and hence number of spatial modes,
corresponds directly to its field of view. The number of single-mode
outputs of the PL sets the limit on the number of spatial modes that
can be sensed. The device demonstrated here uses a relatively small
number of outputs (19) and hence number of modes, but this can
be extended to higher order modes by increasing the number of
outputs on the device. Currently, devices with up to 511 outputs
(Birks et al. 2015) are being produced. Since the outputs of the
PL are orthogonal, the number of measurable spatial modes scales
linearly with the number of outputs, however the optimal basis to
be used for probing and/or reconstructing wave fronts with such a
device is the topic of future work.

Even a low mode-count device such as the current 19 output
PL-WFS is extremely useful when used in the focal plane, since
non-common-path-aberration is strongly dominated by low-order
terms, with their amplitude very quickly diminishing as spatial fre-
quency increases (Sauvage et al. 2007). Moreover, island modes /
low wind e�ect modes are well represented by a low order mode set
(N’Diaye et al. 2018). Nonetheless, higher order non-common-path
aberrations are also problematic (such as those arising from polish-

Figure 3. Images from the back-reflection camera, showing the tip of the
multimode region of the photonic lantern, demonstrating the spatial scales
involved. The dotted line marks the outer extent of the fibre core, which has
radius of approximately 3 �/D. Left panel: the lantern is back-illuminated
by injecting light into the multi-core outputs (with random intensity dis-
tribution), exciting some combination of the fibre’s modes, visible here.
Centre-panel: back-reflected image of the multimode fibre when no aberra-
tions are applied. Right panel: back-reflected image of the multimode fibre
when several aberrations are applied.

ing error, sharp di�raction features, and other quasi-static aberra-
tions), so the achievable Strehl ratio will be ultimately limited by
the number of modes supported by the sensor.

2.3 Laboratory demonstration

To validate the ability of the PL-WFS to determine the wavefront
phase from the focal plane, a laboratory experiment was performed
and the ability to recover the incident wavefront errors from the PL
outputs was demonstrated. The experimental testbed provided the
ability to inject a PSF arising from an arbitrary wavefront (created
using a spatial-light modulator (SLM)) into a photonic lantern, and
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Figure 4. Diagram of the laboratory setup used for testing the PL-WFS.A collimated 685 nm laser (LASER) is passed through a linear polariser (POL) and
via a fold mirror (MIR) onto a spatial light modulator (SLM), with a neutral density filter (ND) used to attenuate the beam. A wavefront constructed from a
chosen set of Zernike terms is created by the SLM and focused to an image and injected by a microscope objective (L3) into the multimode end of the photonic
lantern (PL). The intensity of the 19 outputs is then transmitted via multicore fibre (MCF) measured by a camera (CAM3) via lens L2. The raw PSF is also
imaged via beamsplitter BS and lens L1 onto camera CAM1. The back-reflection o� the fibre tip is imaged via the same beamsplitter and separate imaging
system (L2, CAM2) to aid with alignment. Inset: illustration of the principle of the photonic lantern WFS. The incident aberrated wavefront is focused to an
image at the focal plane, where the multimode end of the photonic lantern is placed. The complex wavefront determines the combination of of modes excited
within the multimode region, which are then translated via an adiabatic taper transition into an array of single-mode outputs, the intensities of which encode
the complex wavefront information.

measure the 19 output intensities. The experimental layout is shown
in Figure 4; see ‘Methods’ for a detailed description. A set of images
produced by the back-reflection imaging system, showing the input
face of the lantern and the back-reflected PSFs, are shown in Figure
3.

As seen in Section 2.1, the relationship between the input
wavefront phase and the output intensities is not linear (or even
monotonic for large phase errors). This means that reconstructing
the input wavefront from the output intensities using a linear al-
gorithm, such as the SVD-based approach conventionally used in
adaptive optics, is not optimal. To address this, a multi-layer neural
network was implemented, and various architectures tested. It was
then trained and validated using laboratory data produced using the
aforementioned laboratory setup. As a point of comparison, a tradi-
tional linear, singular-value-decomposition (SVD) based approach
was also tested. See ‘Methods’ for further details.

For each laboratory measurement, a combination of the first 9
(non-piston) Zernike terms are simultaneously applied to the SLM,
each with an amplitude randomly chosen between approximately
-0.12⇡ and 0.12⇡ radians. After these aberrations are combined
the resulting phase error for each measurement has a peak-to-valley
amplitude of approximately ⇡ radians. This is a limit imposed by the
maximum retardance the SLM can produce within its linear range.

The 19 output intensities from the photonic lantern are then
recorded, and the images of the PSF and back-reflection from the fi-
bre are also saved for reference. This is then repeated for the desired
number of samples. For the results in this paper, a data set of approx-
imately 60000 measurements was taken, which would take of order
30 seconds to acquire with a contemporary extreme AO system run-
ning at kHz speeds. Of these data, 20% are reserved as validation
samples and the rest are used as training samples. To evaluate the
performance of the network, the 19 output fluxes for previously un-
seen laboratory test data were given to the neural network and the

wavefront coe�cients predicted, and the mean-squared error be-
tween the predicted coe�cients and the true coe�cients calculated.

The neural network was able to reconstruct the incident wave-
front error to varying degrees of accuracy depending on the model
architecture chosen; a few representative models and their root-
mean-squared-errors are given in Table 1. It was clear that a non-
linear architecture is needed. The best performing network (us-
ing the non-linear, ReLU activation function) yielded a root mean
squared error (RMSE) of just 5.1 ⇥ 10�3 ⇡ radians, while the tra-
ditional linear approach (using the singular value decomposition
method) gave a much worse RMSE of 3.0 ⇥ 10�2 ⇡ radians.

It was also found that a deep network (i.e. including hidden
layers) was required for optimum performance. The best performing
network mentioned above (RMSE = 5.1 ⇥ 10�3⇡) consisted of 3
layers arranged in a ‘funnel’ configuration, with each layer having
2000, 1050 and 100 units respectively. A single layered network
(with 2000 units) shows worse performance, with an RMSE of
7.6 ⇥ 10�3⇡. Furthermore, it was found that while performance
was sensitive to the number of units in the first layer(s) and the
number of layers, it was quite insensitive to the number of units in
the final layer(s); increasing the number of units in the final layer
beyond 100 had little e�ect. Increasing the number of hidden layers
beyond 3, or the number of units in the first layer beyond 2000, also
gave rapidly diminishing returns. Regularisation using dropout was
also tested, but had little e�ect except for with very large networks
(>3000 units in the first layer, or >3 layers), but which still o�ered
no improvement over the smaller networks described above. These
values are produced from a model trained on the complete set of
data (48 000 individual measurements). But useful results are found
even with much less data; training with 4 800 measurements gives
an RMSE of 9.3⇥10�3⇡ and with only 480 measurements gives an
RMSE of 2.0 ⇥ 10�2 ⇡ radians.

Figure 5 shows the results of the wavefront reconstruction (in

Laboratory setup 
• Apply arbitrary wavefronts via SLM, inject PSF into MM 

region of 19 mode PL 
• Also includes back-reflection imaging for alignment and 

characterisation 
• 685 nm (1.2nm bw) 

Training and measurement 
• Generate wavefront by drawing (from uniform distribution) 

random Zernike coefficients for first 10 modes - random 
combinations probe nonlinearity. 
• Each wavefront on average was 𝜋 radians P-V 

• Apply to SLM and measure PL output fluxes for each 
• Acquired ~60 000 measurements (much more than 

needed). ~30 s on modern AO system 
• Kept 20% secret for testing performance, trained on 

other 80%.

Laboratory demonstration

An all-photonic focal-plane wavefront sensor 5

Figure 2. Results of simulations where a defocus term is applied and its amplitude scanned from -2 to +2 radians. In the top panel, the normalised output
intensities of the the 19 single-mode outputs are plotted as a function of defocus amplitude (although only 4 separate trends are seen due to the symmetry of
this aberration). In the lower three rows the pupil phase, PSF intensity and PL outputs are shown as per Figure 1. It is seen that although positive and negative
defocus terms of the same amplitude give identical PSFs, it is unambiguous in the measurements from the PL. However, it is also seen that there is not a simple
linear relationship between the amplitude of the phase error and the intensity of the lantern outputs. Simulations are performed at a wavelength of 1550 nm.
Intensities are plotted with a square-root stretch to better show faint detail.

spatially separated from the star, such as with radial-velocity mea-
surements, transit spectroscopy, characterisation of circumstellar
dust, etc., measuring the science data directly from the PL via high
dispersion spectroscopy is ideal. For cases where the science object
is well separated (such as a planet at several �/D separation), the
planet would likely be outside the sensor’s field of view, and the PL-
WFS would be deployed purely as a focal plane WFS to optimise
the performance of coronagraphic imaging or post-coronagraphic
spectroscopy.

The number of modes supported in the multimode input of
the PL is determined by its diameter. Since the PL-WFS is at the
focal plane, its core diameter, and hence number of spatial modes,
corresponds directly to its field of view. The number of single-mode
outputs of the PL sets the limit on the number of spatial modes that
can be sensed. The device demonstrated here uses a relatively small
number of outputs (19) and hence number of modes, but this can
be extended to higher order modes by increasing the number of
outputs on the device. Currently, devices with up to 511 outputs
(Birks et al. 2015) are being produced. Since the outputs of the
PL are orthogonal, the number of measurable spatial modes scales
linearly with the number of outputs, however the optimal basis to
be used for probing and/or reconstructing wave fronts with such a
device is the topic of future work.

Even a low mode-count device such as the current 19 output
PL-WFS is extremely useful when used in the focal plane, since
non-common-path-aberration is strongly dominated by low-order
terms, with their amplitude very quickly diminishing as spatial fre-
quency increases (Sauvage et al. 2007). Moreover, island modes /
low wind e�ect modes are well represented by a low order mode set
(N’Diaye et al. 2018). Nonetheless, higher order non-common-path
aberrations are also problematic (such as those arising from polish-

Figure 3. Images from the back-reflection camera, showing the tip of the
multimode region of the photonic lantern, demonstrating the spatial scales
involved. The dotted line marks the outer extent of the fibre core, which has
radius of approximately 3 �/D. Left panel: the lantern is back-illuminated
by injecting light into the multi-core outputs (with random intensity dis-
tribution), exciting some combination of the fibre’s modes, visible here.
Centre-panel: back-reflected image of the multimode fibre when no aberra-
tions are applied. Right panel: back-reflected image of the multimode fibre
when several aberrations are applied.

ing error, sharp di�raction features, and other quasi-static aberra-
tions), so the achievable Strehl ratio will be ultimately limited by
the number of modes supported by the sensor.

2.3 Laboratory demonstration

To validate the ability of the PL-WFS to determine the wavefront
phase from the focal plane, a laboratory experiment was performed
and the ability to recover the incident wavefront errors from the PL
outputs was demonstrated. The experimental testbed provided the
ability to inject a PSF arising from an arbitrary wavefront (created
using a spatial-light modulator (SLM)) into a photonic lantern, and
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Activation Neurons in Neurons in Number of RMS error
first layer final layer hidden layers ⇥10�3 ⇡ radians

Non-linear 2000 100 2 5.1
(ReLU) 2000 2000 2 5.1

2000 100 1 5.9
200 30 6 6.4
2000 - 0 7.6
100 100 3 7.6
100 - 0 17

Linear - - - 30

Table 1. The performance of several di�erent neural network architectures
(selected from a larger hyperparameter scan) in predicting the incident
wavefront error from the 19 PL output fluxes, quantified by the root-mean-
squared-error (in ⇡ radians) of the predictions using test data. A deep,
funnel-shaped network gives the lowest error. The ability of a neural net-
work to handle non-linearity is clearly advantageous. See text for details.

terms of the 9 labelled Zernike modes) for laboratory data using the
best model architecture. Data for 40 randomly selected samples are
shown, with the reconstructed wavefront coe�cients overplotted
on the true values. It is seen that for all terms the reconstructed
values align extremely well with the true values, with little deviation.
Interestingly the tip and tilt terms show the poorest performance.
This is believed to be due to drift in the alignment of the laboratory
setup (due to thermal drift) as training data was acquired, leading
to positional modes being poorly learned.

This experiment was performed with a narrow-band light
source (bandwidth 1.2 nm), while in astronomy a much broader
bandwidth would be desired for increased photon e�ciency. As de-
scribed previously, the anticipated implementation would be spec-
trally dispersed, either at high spectral resolution for simultaneous
science spectroscopy or at low resolution for wavefront-sensing
only. As an individual spectral channel becomes broader (beyond
that seen in this experiment), the light’s coherence, and hence the
degree of modulation of the PL outputs, decreases. This would be
expected to lead to a gradual limitation in sensitivity, and the optimal
balance between channel width, read noise (from increased spectral
dispersion) and total bandwidth is the subject of future analysis.

3 DISCUSSION

The photonic lantern wavefront sensor (PL-WFS) represents a new
type of wavefront sensor, addressing several of the limitations of
current adaptive optics systems. Placing the wavefront sensor at
the focal plane, rather than at a non-common pupil plane, has been
long desired in adaptive optics as it eliminates non-common path
error and is sensitive to wavefront errors not visible in the pupil
plane (such as island modes). However the image at the focal plane
does not contain su�cient information for wavefront reconstruction,
since it contains only intensity information and lacks the phase com-
ponent, leading to degeneracies. Other focal-plane wavefront sensor
designs rely on introducing further perturbations to the wavefront
to break degeneracies, linear approximations (so unsuited to large
phase error) or slow, non-real time methods. They also are poorly
suited to injecting the image into single mode fibers, extremely
important for major science goals such as spectrographic character-
isation of exoplanet atmosphere.

The PL-WFS addressees these limitations by placing the multi-
mode region of a photonic lantern at the focal plane, which determin-

Figure 5. Results of laboratory tests, showing the predicted Zernike coef-
ficients (crosses) and the true values (black lines) for a randomly selected
set of 40 measurements. Red points are predictions from a model trained
with 48000 measurements, green points with 4800 measurements and blue
with 480 measurements. The di�erence between the predicted and true val-
ues is plotted at the bottom of each panel. Each measurement consists of
a combination of the first 10 Zernike terms each with a randomly cho-
sen amplitude between approximately -0.12⇡ and 0.12⇡ radians applied
to the SLM. Resulting combined wavefronts for each measurement have
peak-to-valley amplitudes of order ⇡ radians (limited by SLM hardware).
Predictions are performed by the neural network described in the text, us-
ing the 19 output intensities of the lantern. The neural network accurately
predicts the Zernike terms of the wavefront injected into the lantern, with a
root-mean-squared-error of 5.1 ⇥ 10�3 ⇡ radians.

istically remaps the combination of mode-fields in the multimode
region to a set of intensities produced at several single-mode out-
puts. Since the modes excited in the multimode region are a function
of both the amplitude and the phase of the incident wavefront, non-
degenerate wavefront information is contained and the wavefront
can be reconstructed. Furthermore, since the light is optimally in-
jected into single-mode fibres, it is ideal for subsequent connection
to a single-mode spectrograph. To deal with the non-linear relation-
ship between phase and intensity in this device, a neural network is
employed.

Simulations validate the principle of the device, and laboratory
demonstrations confirm its operation. In laboratory tests, wavefront
errors with P-V amplitude of ⇠ ⇡ radians constructed using the first
9 (non-piston) Zernike terms are introduced, and are then accurately
reconstructed from a focal plane measurement using the PL-WFS,
to a precision of 5.1 ⇥ 10�3 ⇡ radians root-mean-squared-error.

Reconstruct input wavefront with RMS error of 5 x 10-3𝜋 
radians (for 𝜋 radian input WFs)

Phase (𝜋 radians) 
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Activation Neurons in Neurons in Number of RMS error
first layer final layer hidden layers ⇥10�3 ⇡ radians

Non-linear 2000 100 2 5.1
(ReLU) 2000 2000 2 5.1

2000 100 1 5.9
200 30 6 6.4
2000 - 0 7.6
100 100 3 7.6
100 - 0 17

Linear - - - 30

Table 1. The performance of several di�erent neural network architectures
(selected from a larger hyperparameter scan) in predicting the incident
wavefront error from the 19 PL output fluxes, quantified by the root-mean-
squared-error (in ⇡ radians) of the predictions using test data. A deep,
funnel-shaped network gives the lowest error. The ability of a neural net-
work to handle non-linearity is clearly advantageous. See text for details.

terms of the 9 labelled Zernike modes) for laboratory data using the
best model architecture. Data for 40 randomly selected samples are
shown, with the reconstructed wavefront coe�cients overplotted
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The waveguide structure of GLINT, including splitters and directional couplers ULI fabrication process at Macquarie University - waveguides  
inscribed within glass chip via femtosecond laser
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Uses a 3D photonic chip (ULI) to destructively interfere starlight, 
revealing signal of high contrast structure 
• Telescope pupil imaged onto chip 
• Remapping + interference via evanescent couplers in chip 
• 10s of outputs, encoding time domain signal as pupil rotates 

Photonic equivalent of a coronagraph… 
…image features as close as 0.5 λ/D

GLINT: Photonic nulling chip…



An interferometric wavefront sensor 
• Both for its own fringe-tracking, but also as low-order 

WFS for entire ExAO system 
• Different parts of the pupil directly interfered with each 

other -> robust to phase shear e.g. across spiders 
• Directly measures low wind effect 
• Spectrally dispersed allows phase unwrapping 
• Next: tricouplers (120 deg phase offset) - get direction. 

…as wavefront sensor!



• Adaptive optics limited by current wavefront sensors 
• Non common to science image & blind to some modes 
• Image itself degenerate (not phase information) 

• Photonic lantern wavefront-sensor:  
• Senses complex amplitude at image plane 
• Infers input wavefront injected into MM waveguide by measuring SM output fluxes from PL 
• Learns transfer function via neural network 
• Laboratory tests show high efficacy with RMS wavefront error of 5 x 10-3𝜋 radians (for 𝜋 

radian input WFs) 

• PL-WFS allows  
• Zero NCP aberrations,  
• Ideal for fibre-fed spectroscopy and multi-object AO, communications 
• Wavelength-dispersed WFSing,  
• Sensitivity to blind modes 

• Photonic chip WFS 
• A free ‘side effect’ of photonic nulling interferometer 
• Directly interfere different pupil regions -> no ambiguity from phase shear 
• Directly measures low wind effect, etc. 
• Spectrally deispersed allows phase unwrapping

Conclusion
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Multimode fibre Photonic lantern transition Multi-core fibre

Figure 1. Top: Schematics of a multi-core photonic lantern showing how the phase and intensity of the input field into the multimode fibre end-face evolve
into an array of uncoupled single-mode cores with di�erent intensities. Bottom: The results of three RSoft simulations demonstrating the concept of the
photonic lantern wavefront sensor, and its ability to measure both amplitude and phase. The first column shows the phase of the wavefront, and the second and
third columns show the intensity and phase of the resulting PSF respectively. The fourth column shows the intensities of the 19 single-mode outputs of the
photonic lantern, when the corresponding PSF is injected. In the first example (first row) a flat wavefront is used. In the second and third rows, astigmatism
with an amplitude of 0.8 radians, but with opposite signs, is introduced. This results in identical intensity structure in the image plane (2nd column), and so
could not be distinguished with an imaging sensor. However the (usually un-measured) phase in the focal plane (3rd column) shows the di�erence between the
two astigmatism terms, which is successfully measured by the photonic lantern (as shown by the di�erent set of outputs from the lantern, in the 4th column).
Simulations are performed at a wavelength of 1550 nm. Intensities are plotted with a square-root stretch to better show faint detail.

the multimode fibre is e�ciently transferred into a discrete array
of single-mode outputs as seen in Figure 1 (top). The transition is
e�cient as long as the number of output fibres is equal to (or greater
than) the number of modes supported in the multimode region. The
first generation of lanterns were made by tapering down a bundle
of single-mode fibres, all placed within the lower refractive-index
preform, until their claddings and preform merged into a composite
waveguide to become the core and cladding of a new multimode
fibre (Leon-Saval et al. 2005). More recently, photonic lanterns
have been demonstrated using a multi-core fibre (MCF) – a single
fibre containing many uncoupled single-mode cores, each e�ec-
tively acting as its own single-mode fibre – by placing it within
a low refractive index capillary and tapering that down to form a
single multimode core region (Birks et al. 2012) (Figure 1 (top)).
This allows PLs with up to hundreds of output cores (and hence
modes) to be manufactured (Leon-Saval et al. 2017), and the entire
PL can fit entirely within a standard fibre connector. Crucially, the
monolithic nature of the device where the mode conversion occurs
(typically 20-60mm in length) means that, once manufactured, the
relationship between the modes excited in the multimode region

and the distribution of light in the uncoupled single-mode outputs
is deterministic and unchanging.

In the PL-WFS, the telescope PSF is injected directly into
the multimode region of a photonic lantern. The photonic lantern
then converts the multiple modes in the multimode fibre into an
array of uncoupled single-mode outputs, with the distribution of
flux between the outputs determined by the corresponding power
in each mode at the input. Once in the form of single-mode cores,
the information is robust – it is encoded in only the intensity of
each core, which is essentially una�ected by small perturbations.
Moreover, when using a MCF, any wavelength-dependant loss and
behaviour due to moderate bending and perturbation of the fibre
will be the same across all cores. In the design presented here, the
output of the lantern is in the form of a MCF. The distribution
of power between modes can now be measured via single-pixel
measurements of the flux in each waveguide, at a location remote
from the focal plane. This enables the use of sensitive detectors
(such as avalanche photodiodes) or wavelength dispersion onto an
imaging detector to provide additional information.

In the end we have a stable system where we have n intensity

Photonic lantern WFS: Norris, et al. 2020, Nature Communications (In press) / arxiv 
Photonic nulling: Norris, et al. 2020, MNRAS


