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COSMIC RTC PLATFORM
GREENFLASH LEGACY
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Partnership & Collaborations

➢ Academia-industry partnership:

➢ International collaborations:
HPC centers: KAUST, BSC
Subaru Telescope
Industry: Nvidia, Thales

A common open platform for AO RTC

➢ Leverage GreenFlash solutions: GPU + FPGA
➢ Based on heterogeneous architecture to implement main functions
➢ Increase the readiness level of the CACAO SW stack already used in SCExAO
➢ Future RTCs based on COSMIC: MICADO, Keck, MAVIS

Observatoire de Paris
Australian National University
Swinburne University of Technology
Microgate



SOFTWARE DESIGN
OVERVIEW
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➢ Modularity & interoperability: independent processes, interfaces abstraction
➢ Scalability: independent processes, unit abstraction
➢ Configuration & Control: Python based controller & UI
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SHIPS

TIDES

OCEAN



SOFTWARE DESIGN
OCEAN: THE H-RTC
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➢ Marlin: the core real-time software
➢ Kraken: the controller
➢ Octopus: the SHM and synchronization manager



SOFTWARE DESIGN
KRAKEN: CONTROL & MONITORING
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SOFTWARE DESIGN
KRAKEN: CONTROL & MONITORING
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SOFTWARE DESIGN
TIDES: DATA STREAMING & CONTROL
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➢ Frame: WFS raw or calibrated image
➢ SuperFrame: synchronized slopes and DM command vectors
➢ MegaFrame: synchronized Frame and SuperFrame
➢ All formats embed frame counter and timestamp

Data format

➢ Abstraction layer defines data format and architecture (publish/subscribe)
➢ Available implementation based on RTI DDS with no-copy mechanism
➢ Foreseen implementation based on raw UDP / MUDPI

Streamer

➢ Abstraction layer defines architecture (client/server) and request format
➢ Request aims to access kraken methods
➢ Available implementation based on ØMQ 

Controller



PERFORMANCE
MICADO SCALE SETUP
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➢ Current baseline: 280 µs, 10 % jitter for 25k valid pixels and 4k actuators

➢ Performance achieved on DGX-1 server: 180 µs averaged over 10M iterations 
~3µs jitter rms

➢ Timing is done using a dedicated BU and cudaEvents
➢ Telemetry and data injection is performed during RTC idle
➢ Injection of large data (command matrix) done by chunks over several iterations
➢ Core real-time processes are launched with high priority and CUDA MPS
➢ Launch on DGX-1 V100 over 4 GPUs

Cam 
emulator

Calib
Full pixels

MVM
Integrator

Timer

Telemetry
CalPix

Telemetry
RawPix

Telemetry
loopDatas

4312 x 24,416512 x 512



PERFORMANCE
MICADO SCALE RESULTS
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➢ Invitation by Nvidia to new DGX-1 A100 proof of concept in august 2020
➢ Results show up to 40 % performance improvement on COMPASS 
➢ Limited for the RTC because of a CUDA 11 bug (bug report currently under 

investigation at Nvidia)

Foreseen performance on new GPU architecture



PROTOTYPING ACTIVITIES
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➢ 18 x Intel Xeon Gold 5220 CPU @ 2.2 GHz

➢ 2 x Nvidia Quadro RTX 8000 + NVLINK

Server hardware configuration

PYRCADO bench
➢ Pyramid WFS 86x86: 23,148 valid pixels
➢ Shack-Hartmann WFS 80x80: 12,184 slopes
➢ ALPAO 4k DM: 3228 actuators
➢ SLM + COMPASS to produce turbulence



PROTOTYPING ACTIVITIES
FIRST TESTS: LATENCY

F. Ferreira 13/10/2020 WFS & AO Workshop 2020 14

EVT 
camera

RTC

DM
(LED box)

➢ Load a circular buffer of perturbation voltages in the RTC which will light on a LED 
each 10 iterations

➢ Retrieve loop data telemetry
➢ Compare volts and slopes to get the overall latency
➢ Camera runs at 1 kHz, and RTC is configured for bench scale (24,416 x 3228)

Procedure



PROTOTYPING ACTIVITIES
FIRST TESTS: LATENCY
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slopes

volts

frames

➢ Slope missing sometimes

➢ Periodic: each 250 frames

➢ Camera signals on oscilloscope

➢ Glitch was due to camera not 
acquiring for some reason



PROTOTYPING ACTIVITIES
WORK IN PROGRESS
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➢ RTC prototype currently plugged to the PYRCADO bench (PWFS and DM)

➢ Developments and debugs on-going on in-house “SRTC” software (ADOPT)

➢ H-RTC located on the prototype, SRTC on workstation: communication over Tides



CONCLUSION
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➢ Based on high level of abstraction to reach high modularity and scalability
➢ Optimized core real-time architecture
➢ Easy to configure, easy to implement
➢ Great performance obtained on several scales (MICADO, Keck, MAVIS…)

Cosmic SW architecture

➢ RTC prototype already built and running
➢ First tests on bench confirm high and stable performance in terms of timing
➢ Work in progress: interaction matrix + closing the loop this week

Prototyping



SOFTWARE DESIGN
OCTOPUS: SHM MANAGER
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➢ Abstraction layers for shared memory handling

➢ CPU and GPU SHM implementations based on CACAO software

➢ FPGA support: work in progress at Swinburne University with Microgate support

Common SW for all SHM

➢ Various type support: uint, int, float, double, half, etc…

➢ Semaphore based CPU synchronization

➢ Busy wait synchronization directly on GPU SHM

Features



SOFTWARE DESIGN
MARLIN: CORE REAL-TIME
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➢ Abstraction layers to define BU SHM links and execution
➢ Interfaces : FPS, inputs, outputs, aux, indices 
➢ Container to handle multiple BU as a single process
➢ Execution: update(), wait(), process(), notify()
➢ Execution modes available through SHM control value : RUN, PAUSE, STEP, STOP

Abstractions



SOFTWARE DESIGN
KRAKEN: CONTROL & MONITORING
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➢ Parfiles to define business unit to instantiate
➢ SHM creation
➢ Redis database management

Configuration

➢ Launch and control runtime and update 
of each marlin process

➢ Tides server to handle remote client 
request

Control

➢ GUI to monitor marlin processes health
➢ Compatible with CACAO processtool CLI: 

health, timings, fps, shm, etc…

Monitoring



SOFTWARE DESIGN
COMPASS: SIMULATOR
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➢ Validation made with E2E simulation tool COMPASS
➢ DM outputs direct comparison



PERFORMANCE
MULTI-WFS PROFILE
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PROTOTYPING ACTIVITIES
FIRST TESTS: LATENCY
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